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BACKGROUND 

The BOEM Gulf of Mexico DPEIS is structurally very similar to most recent NEPA analyses for 
environmental risk from manmade sound in the marine environment.  The interaction of the source, the 
propagation of the sound from source to animals, and the resulting sound exposures interact to produce 
a calculated estimate of effect, usually stated as MMPA Level A and Level B “takes”, since the MMPA 
requires that the impact of an activity be quantified in those terms (NEPA and ESA do not have such 
strictly numerical requirements for estimating impact). 

Historically and in this EIS, each element of the model is assessed relative to the available information 
and a value is selected that is considered sufficiently conservative or precautionary, given uncertainties 
about the scientific data or about natural variability in factors such as animal distribution, location and 
movement of the sound source or the sound propagating properties of the water column.  Selection of 
conservative values in multiple steps of the model leads to an outcome that is not an average of the 
precautionary assumptions, or even an addition of uncertainty, but multiplication of each uncertainty by 
the uncertainty in the other steps.  Simply put, doubling the expected value for four different parts of 
the model does not double the outcome, nor does it result in a 2+2+2+2 = 8-fold increase in the 
predicted outcome.  Instead the effect of multiple precautions is multiplicative, and the outcome is 
2x2x2x2 = 16-fold more than if the model was run with ‘most likely’ values like averages.  Doubling all 
values out of precaution therefore does not predict an outcome of 200 takes when 100 was the most 
likely expected outcome, but instead produces an outcome of 1,600 takes. 

As we will see from the following quick-look at the GOM DPEIS, there are many more variables in the 
model than the simple four variable example described above.  And the levels of precaution are not 
simple doubling of expected values, but multiples that may range from addition of some percentage 
(less than doubling) to increases that are orders of magnitude greater than the “most reasonable” value 
(orders of magnitude are multiples of ten, such as 10, 100, 1000, etc.).  The downstream consequences 
are also more complicated than the simple two times two example above, with some variables 
interacting in other than simple multiplicative ways.   

For example, use of an 8000 cubic inch sound source rather than the mean or median of sizes actually 
used (5,600-5,100 cubic inches) would appear to only create a difference of about 30-37%, but that 
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difference in size produces a difference in source sound level of 3-6 decibels, depending also on the 
number of elements in the source array.  The difference in source level needs to get translated into a 
difference in the area covered  by the sound from the two different sources, because that will change 
how many animals are within the two respective areas, all other factors being equal.  The 33-37% 
difference in the size of the two arrays translates into an increase of some 45-50% (roughly) in the area 
exposed and therefore the number of animals taken.  That is, if one uses an 8000 cubic inch array as the 
precautionary standard and that results in a take estimate of 150 individuals, then use of the more likely 
mean value of 5,600 cubic inches will result in a take of 100 individuals.  Needless to say, this is a pretty 
large downstream consequence from alteration of a single value by what might superficially look like a 
pretty small amount. As we will see, factoring in the other parts of the model where similar conservative 
assumptions are exercised results in a prediction of takes that is millions, possibly billions, of times 
greater than the outcome predicted by using most likely outcomes only. 

[for ease of locating information, references to the DPEIS are to the .pdf file page number, not the page 
numbers on the document itself] 

SUMMARY OF PRECAUTIONARY ASSUMPTIONS IN THE BOEM DPEIS 

This list includes only the most obvious and clearly unsupported precautionary assumptions of the 
model: 

• Source
o Extreme array size and number of elements increases exposures by 1.5 to 2 times.
o Six additional precautionary assumptions were not analyzed.

• Propagation
o Conservative or simplifying assumptions about the propagating environment add 10-16

dB minimum to the propagated sound.
o Combined with the precautionary source assumptions, this results in a 90-120 time

increase in estimated takes, all other variables being equal.
o Six additional precautionary assumptions were not analyzed.

• Animal Abundance, Density and Movements
o NMFS’s Stock Assessment Reports (“SARs”) and Duke Model differ on average by a

factor of 2.  A minimum compromise for uncertainty would be to reduce abundance and
density estimates by 25% to 1.5 times SAR.

o Three specific groups showed even more extreme differences, but were not separated
in this simple analysis: expansion of Bryde’s whale habitat leading to more takes; large
increases in numbers of deep divers (beaked whales, sperm whales, Kogia); extremely
large increases in pelagic dolphin numbers (over 80 times for two species)

o Five additional precautionary assumptions were not analyzed.
• Threshold Criteria

o Level A calculations from SPLrms and SEL used precautionary assumptions that
overestimated take by 10-1,000 times.  SPLpeak takes were overestimated at least
twofold by using 6 dB instead of 15 dB to derive PTS from TTS.
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o Level B calculations make generous assumptions about the likelihood of response and
assume all exposures that exceed threshold are biologically significant, over-estimated
biological consequence by at least 1,000 to more than 100,000 times.

o No allowance for reduced Level A due to behavioral avoidance of the source (reductions
of Level A up to 85%).

o No allowance for hearing recovery between pulses (likely reduction of cumulative SEL
from a continuous pulse train of 50% or more); no allowance for hearing recovery
between passes separated by hours or days (fewer than 1% of successive passes, those
within 8 hours or less, will accumulate and trigger Level A criteria).

o Four additional contributors to precautionary over-estimation were not analyzed,
including application of weighting functions to impulse SPL metrics.

• Mitigation
o No reduction in take was allocated for mitigation. While setting a specific value for

mitigation may be difficult, it clearly is not zero and therefore some reduction of takes
due to mitigation should be factored into the model.

o Reductions from multiple proposed mitigations were not estimated.
 Vessel separation and dolphin shutdowns modeled, with questionable

effectiveness
 Increased time/area closures and 10-25% effort reductions were not estimated.

• Total Multiplicative Precautions (short list)
o [Source+Propagation (90-120x)] x [abundance (2x)] x [conservative threshold criteria

(100-10,000x)]x [no recovery factor (10-100x)] x [no allowance for aversion (6.7 x Level
A)] x [no mitigation (1.1 – 2x)] =

o 1.3 million to 3.2 billion more takes than the number that would be produced by
using average or most likely values for all variables.

RECOMMENDATION 

Re-calculate takes using average or most-likely values, quantify and report the overall level of 
uncertainty in the modeling results, and add an agreeable level of precaution to the final results, not the 
individual elements.   

• Maybe double is reasonable?
• A statistical measure of extreme confidence like 3 sigma still covers 99.7% of all possible

outcomes (370 times the central value) and is not nearly so unreasonable as the present model
• It seems unlikely that 1 million to 3 billion times the most likely outcome, which covers

99.9999% or more of all possible outcomes, is a reasonable level of ‘precaution’.

PRECAUTIONARY ASSUMPTIONS 

The Sound Source. 

As discussed above, BOEM treats all geophysical surveys as if they were all conducted with the largest 
arrays in use.  The nominal value of 8000 cubic inches is an approximation of the maximum array size 
currently used in the Gulf, typically 7900 to 8500 cubic inches.  Based on a quick survey of IAGC 
members over the past decade, a little less than one third of all surveys use arrays of that size.  The 
other two-thirds of surveys in the GOM use arrays that range in size from 6000-2000 cubic inches, for a 

ATTACHMENT B



mean array size of 5600 cubic inches.  Since the different sizes are not distributed normally around that 
mean value (i.e. not a smooth bell shaped distribution), some other value of central tendency, like the 
median (5100 cubic inches) might be deemed a more appropriate central value.  But in any case, using 
8000 cubic inch sources for all modeled surveys greatly overestimates actual use. 

The source level of a compressed air array increases as the cube root of its volume, all else being equal, 
so a difference of 8000 and 5600 cubic inches might seem trivial.  But we have seen that it is not trivial 
in terms of the outcome of concern; the number of animals exposed, because of the resulting expansion 
of the acoustic ‘footprint’ of the array and the number of animals likely to be found within that 
footprint. 

Furthermore, the modeled array is not only extreme in the total volume modeled, but also in the 
number of elements within the array.  A typical large array of 8000 cubic inches might include 48 
elements and sometimes as many as 60, but the BOEM DPEIS used 72 elements.  Why is this important?  
Because array source level may only increase trivially with total volume, but it is directly proportional to 
the number of elements.  An array with 72 elements has double the amplitude of an array of 36 
elements; volume and air pressure being equal. 

Therefore the combination of using an array at the extreme upper end of normally used array sizes, 
coupled with a number of elements in that array which also greatly exceeds the average, can by itself 
produce estimates of takes that are 1.5 to over 2 times as large as would be predicted by using the 
normal range of array sizes and numbers of elements actually in use.  Based on this variable alone one 
would be justified in taking the final model predictions and halving them.  But there are many more 
conservative assumptions in the model. 

Also potentially capable of altering the model outcome, but not addressed in this quick analysis, are: 

• The number of source vessels.  When multiple source vessels are used they are used at intervals
that are similar to a single source.  The total acoustic energy is therefore not increased over
using a single source operated at the same inter-pulse intervals, but the total area ensonified is
slightly increased, depending on the spatial separation of the vessels.  This may be compensated
by the fact that each vessel is only producing sound every 60 seconds instead of every 15
seconds for a single source vessel).  In the BOEM DPEIS, the maximum number of source vessels,
four, is used for all surveys that might use multiple sources, even though many of those surveys,
such as NAZ, WAZ and coil surveys, might more often use only one or two sources, and rarely
use as many as four source vessels.

• Longitudinal tracks were only used during modeling on the slope region of the Gulf, which has
the potential to alter sound fields and estimated takes relative to using both lateral and
longitudinal tracks typical of most surveys.

• The choice of depth at which the array was towed was set at 8 meters, but other tow depths are
common (6 meters is considered the default ‘standard’) and the choice of tow depth affects the
frequency structure and propagation of the resulting sound field.

• The choice of pulse intervals typically varies from 10 to 20 seconds, with the DPEIS selection of
15 seconds being fairly typical.  A four source survey would result in each source operating at 60
second intervals.
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• Durations of surveys were not clear.  On page 3-23 a nominal survey duration of 10.5 months 
was applied to all surveys, but elsewhere in the document, e.g. D-177, the survey durations 
varied. 

• Survey areas, line separations, and other parameters on page D-177 appear to be in the same 
conservative direction as the array size and element count; suggesting that line spacing and area 
covered by a modeled 2D, 3D, WAZ or other survey may be greater than average and thus 
produce elevated sound exposures and take estimates. 

Sound Propagation. 

BOEM is to be commended for having run some preliminary models (Phase I modeling in Appendix D) to 
quantify some of the consequences of using simplifying or conservative assumptions (e.g. see pages D-
100; D-106; D-113; D-122).  Therefore we can assign some quantities to what is otherwise a very 
complicated variable, the day-to-day fluctuations in wind, temperature, currents, and other factors that 
affect sound propagation through the water between the sound source and the animals of concern. 

The modeling of sources of variance yielded a 10 decibel difference in sound transmission between an 
average sound speed profile in the water and the extreme case used in the model (10 decibels is an 
order of magnitude or ten times the average).  Use of hard or median properties for the seafloor added 
another 4 dB over the most likely outcome, with most of the Gulf being covered with soft sediment that 
is a poor reflector of sound).  Use of a flat sea surface instead of a rough sea surface adds another 2 dB 
minimum, resulting in a conservative value of over-estimated propagation of 16 decibels or 60 times (!) 
the amount of energy propagated than would be expected on average.  Add this to the conservatism we 
saw for the source itself, and we already have an ensonified area and number of animals ensonified that 
would be 90 to 120 times the reasonably expected exposures.  A “best reasonable estimate” of 100 
would become an estimate of 9,000 to 12,000 from these two precautionary measures alone. 

Also potentially capable of altering the model outcome, but not addressed in this quick analysis, are: 

• A single uniform propagation regime is used for the entire deepwater zone (Zone 7).  
Assumptions of flat bottom and maximum depth are not met in all cases and propagation is 
therefore subject to additional over-estimation factors in the deep water region. 

• Survey days and survey effort appear to have been evenly distributed across the area and 
seasons, although this is likely not the case for actual survey effort.  Theoretically this might 
average out, but it is also possible that fewer actual survey days in winter, when propagation 
conditions are best, will lead to actual surveys producing fewer takes than the model estimated 
by using equal division across winter and summer. 

• SPLrms for longer range propagation is derived from the SEL values produced by the model.  As 
JASCO acknowledges (D-49), modeled SEL at range tends to over-predict SPLrms as the signal is 
spread over time.  Time resolution of the model also hinders accurate modeling of SPLrms based 
on proper analytic units such as rms.90 (average sound pressure over the time than 
encompasses 90% of the total pulse energy). 

• Single frequency long range propagation modeling leads to increased errors in pulse properties 
with range.  For modeling purposes a single frequency at the center of each 1/3 octave band is 
treated as ‘representative’ of all the sound energy within that frequency band.  In practice, 
selection of a non-representative frequency (e.g. located at a ghost notch or filtered by 
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propagating environment) can lead to errors in weighted SEL values needed for determining 
effects thresholds. 

• Use of “maximum over depth” in some model estimates of take creates a worst-case scenario
where all individuals are assumed to be at the depth of highest sound exposure all the time.  It is
not clear in what context JASCO used maximum over depth as a simplifying step in modeling,
but it will always greatly over-estimate takes when used.(D-296)

• Ranges to effect for mitigation monitoring and shutdown (but not for take estimation?) were
calculated from unweighted values, whereas hearing frequency weighting needs to be applied
to SEL threshold values (JASCO also seems to have applied weighting to SPLrms data, which may
also be inappropriate – see section on Threshold Criteria, below).

Animal Abundance, Density and Movements. 

This is a complex set of variables, with precautionary assumptions literally varying for each of the 
species modeled.  But overall, the use of the Duke model creates an increase in predicted abundance 
that is about double the official NMFS abundance numbers in the SARs.  Some additional modifications 
in the use of those data by JASCO add to the conservatism (over-prediction) by a fractional amount, in 
most cases.  

The Duke model is a novel approach to forecasting animal distribution and density from historical 
correlations with readily available environmental data, typically not the true environmental predictors 
like prey patches or features like fronts, currents and eddies that are less easy to predict or track. As 
such, there are some things that the Duke model likely does better than the SARs, such as predicting 
average abundance of pelagic dolphins that move in and out of the US EEZ from one survey to the next, 
leading to large sampling variability.  However, other similar models for the US west coast, for the UK, 
and for global oceans, have shown some extreme misses in their predictions, an expected outcome for 
models in the early stages of development for species that are infrequently counted and whose habits 
are still poorly understood relative to land animals for example.  Too great dependence on a single very 
new model like the Duke model can therefore be expected to result in some improvements on the SAR 
or US Navy NODES data resources, but is also likely to produce some extreme “misses”.  Species with 
wide disparities between historical data and Duke model predictions include Atlantic spotted dolphins 
(from no historic estimates in SAR, to over 45,000 animals predicted by the Duke model, making them 
the third most abundant species in the Gulf, virtually overnight.  Duke predictions of Clymene dolphin 
abundance are about 85 times higher than the SAR figures, Kogia numbers are increased by a factor of 
12, rough-toothed dolphins by a factor of 8 and killer whales by a factor of more than 7.  These are 
radical changes to our understanding of marine mammal abundance in the Gulf that require more than 
blind acceptance of a new model simply because it is generally “better” than the SARs (D-65).  

Some of the animal abundance and distribution modeling may be unfamiliar and counter-intuitive to the 
average reader.  The model in the BOEM DPEIS uses electronic representations of individual animals, or 
‘animats’, to construct time series of exposure for a realistic number of animals, ‘behaving’ in realistic 
ways, so that the animats move about and dive at realistic speeds and distances relative to the sound 
source, which is also moving.  As might be expected, capturing the complexities of animal behavior and 
all of the other variability of the sound source and the propagating ocean is impossible, so certain 
statistical techniques are used to smooth out some of the variability in outcome that can occur just from 
sampling errors alone.  These techniques, such as over-populating the sound field with hundreds or 
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thousands of times more animats than animals (and then reducing the result proportionally to the 
actual population) do not affect the outcome but do reduce the likelihood of random extreme variation 
in outcomes.  Monte Carlo methods, or running the same simulation over and over hundreds or 
thousands of times also helps smooth out the distribution of outcomes.  Because the animats are 
seeded randomly for each model run and because they run independently according to user-specified 
rules, no single model run will produce the same result (as in real life) and so the model must be run 
many, many times in order to arrive at a statistical average.  This process, which is widely accepted as 
statistically legitimate and even necessary to producing realistic model outcomes, should not be 
confused with the selection of variables to put into the animat models and Monte Carlo simulations: 
those variables, like the source and propagating environment variables, can and do produce biases in 
the outcome, as will be discussed in detail below. 

Animal survey data for the Gulf of Mexico is sparse overall, and therefore statistically weak.  Various 
techniques have been applied to the data to generate estimates of population abundance, density and 
distribution.  The official NMFS Stock Assessment Reports (SAR) are an official estimate by NMFS of the 
best estimate of population abundance in a region, but they do not offer information about animal 
distribution, forcing the user to either evenly distribute the animals even across the habitat, even 
though it is known the animals do not use all of the habitat equally.  Alternatively, the modeler can 
generate ‘expert’ assumptions about how the animals use the habitat, but those assumptions can create 
unrealistic estimates of take if the assumptions are not good.  For example, JASCO placed all sperm 
whale animats in water depths greater than 1000 meters because sperm whales are deep divers that 
tend to occupy deep water.  However, a look at the data show that many, if not most, sightings of sperm 
whales occur in water depths of 400-800 meters, and this is largely confirmed by tagged whale data 
from the BOEM SWSS research project. 

Alternative to applying a population estimate for the entire Gulf evenly or selectively across the Gulf is 
to use habitat features correlated with animal sightings to predict where animals are most likely to be 
seen based on ‘suitability’ of habitat.  The statistical aspect of this process is quite well worked out as in 
the Duke University model applied in the BOEM DPEIS, but there are still ‘human-in-the-loop’ decisions 
that can affect model outcome.  Something like the Duke model is therefore a “work in progress” in 
which model predictions may be more or less accurate, depending on the habitat variables available to 
the modeler and whether they are in fact strongly predictive of where animals will in fact be.  A few 
“warning flags” about the novel predictions by the Duke model are: 

• The distribution of Bryde’s whales across the entire GOM shelf edge by the inclusion of
“unidentified baleen whale” data as Bryde’s whale data.  Actual observations suggest that the
Bryde’s whales are confined to a relatively small area of habitat around DeSoto Canyon in the
Eastern Planning Area (EPA), and in fact this site has been selected as a special mitigation zone.
But the Duke model “places” Bryde’s whales across large swaths of area where they have never
been seen, greatly elevating the predicted takes in the WPA and CPA by what are probably
orders of magnitude (hundreds or even thousands of modeled takes not supported by the real
data).

• Several species for which there are low sighting data produced low likelihoods of occurrence
across vast areas of the Gulf in the Duke model, which were further simplified to even
probabilities across entire modeling zones: false killer whales, killer whales and several other
species are therefore equally likely of being taken wherever surveys occur, when in reality there
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are probably higher and lower areas of likelihood.  It is hard to predict how the “fuzzy” 
predictions of the Duke model, and the modifications of the JASCO model affect take outcomes 
but generally speaking, these species tend to have predicted abundances derived from Duke 
density models that are among the highest deviations of the Duke model from SARs (e.g. 6 
times SAR for killer whale, 14 times SAR for pygmy killer whale). 

• Deep divers that are seldom seen during visual surveys were subjected to some assumptions
about sightability that greatly elevated predicted abundance and greatly expanded habitat
occurrence over the SARs; 12 times the SAR for Kogia and about 8 times the abundance for
beaked whales (based on Cuvier’s beaked whale modeling).  This radical departure from
historical estimates of abundance is somewhat consistent with comparisons elsewhere
(Atlantic, California, Bahamas, eastern north Atlantic sites), but on the high side.  It is also
higher than predictions by passive acoustic surveys and modeling by Hildebrand, Moretti, and
others.  Just how “precautionary” the Duke model is for these species is hard to estimate at this
time, but it is fairly clear that the Duke model is over-predicting deep diver abundance and
distribution leading to excessive estimates of takes.

Additional aspects of animal distribution and movements information that may lead to over-prediction 
of takes include: 

• Assumptions used to deal with the large number of modeling cells that yield zero abundance
and zero takes can lead to over-prediction of takes.  JASCO notes that the outcomes that yielded
a probability of Level A take greater than one (1) was less than 0.2% (i.e., only 2 out of a
thousand model results yielded a take of 1 or more animals)(D-123, D-129).  The average
number of Level A takes was 0.0195 or about 2 per 100, the result of a very small number of
model outcomes that yielded more than one Level A take.

• The 3MB model used to set swimming and dive parameters for the animals rely on limited data,
quite often from related species studied at different locations than the Gulf.  It is therefore hard
to predict whether the overall effect of the values entered into the 3MB model resulted in over-
prediction of takes or under-prediction, but the most likely outcome is that the values used
were conservative, precautionary values that added to the over-prediction of takes.

• The modelers assumed that the animals did not undergo long-term, large-scale movements.
Certainly it is widely assumed that animals do not migrate in and out of the Gulf in great
numbers, although sperm whales, a variety of baleen whales, and probably many other species
do move between the Gulf and Atlantic or Caribbean.  But the currently available data do not
offer enough information, especially for winter months, to determine whether other species
exhibit moderate north-south or east-west movements with the seasons similar to the inshore-
offshore movements of estuarine bottlenose dolphins in the late winter and spring, or during
other seasons.  It is well known that large numbers of animals may travel from east to west,
tracking the warm core rings spun off by the Loop Current, but this phenomenon is not
sufficiently documented to inform the model.

• JASCO modeled the effect of group size on outcome.  They did not see a significant difference in
average outcome from using single, ungrouped animats, although they did note that obtaining
the same outcome regardless of group size means that there will be more zero-take model runs
as group size increases (D-135; D-174).
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• As animats move over time, and if animats are removed once they exceed a take threshold, then
the probability of take will decline over time as there are fewer and fewer animats in the field.
JASCO used a common technique for keeping the number of animats constant and thus keeping
probability of take constant over time by introducing new animats on the opposite side from
which an animat had just left (D-49; D-82; D201).  It is also not clear if and how animals were
removed or replaced once taken.  This is especially important where animats were left in the
field to accumulate SEL for days or weeks. There are other nuance to re-seeding the sound fields
that can result in skewed results, but a full treatment is beyond the scope of this short review.

Take (Acoustic Risk) Thresholds. 

Both Level A and Level B thresholds range from more than 100 times higher than best scientific evidence 
to over 100,000 times higher.  There are multiple conservative assumptions that produce this 
extraordinary outcome: the assumption that exposure equals take, the conservative linkage of 
permanent hearing decrements to temporary hearing decrements, assumptions about the accumulation 
of hearing effects over time without recovery between exposures, and assumptions about how many of 
these exposures actually have any meaningful biological consequences. 

The MMPA defines “harassment” with reference to two categories:  Level A harassment (potential to 
“injure”) and Level B harassment (potential to “disturb”).  NMFS applies acoustic thresholds to estimate 
the amount of harassment for each category that may result from an activity.    The acoustic thresholds 
are often mistakenly assumed to mean that an injury or mortality will occur, with 100% of the exposed 
animals being injured or killed, or that 100% of exposures at behavioral thresholds will cause behavioral 
change and that the consequences of the change are a significant and meaningful loss of food, energy, 
or some other key biological function.  In fact, both thresholds imply a probability of there being an 
effect upon exposure.  BOEM was quite emphatic in stating that exposure does not equal take, but the 
model still treats any exposure that exceeds threshold as a take.  This is the first of many features within 
the Acoustic Risk Threshold part of the model that lead to large over-estimates of take. 

Additionally, the DPEIS is not always clear when and how animals are removed from the model to 
prevent multiple takes of the same individual (e.g., being counted as a Level B take and then exceeding 
Level A criteria and also being counted as a Level A take).  Removals need to be handled carefully to 
prevent gradual reductions of model ‘animats’ in the sound field as “taken” animats are removed. 

The most recent threshold criteria for Level A takes are based on empirical data for the threshold at 
which a temporary decrease in hearing sensitivity  (TTS) occurs across a narrow frequency range of 
hearing (NMFS, 2016; Finneran, 2015).  BOEM also variously cites NMFS 1995; Southall et al 2007; 
Finneran and Jenkins, 2012: it is not yet clear which criteria they plan to use in the Final EIS, making 
analysis of the DPEIS difficult. JASCO in Appendix D modeled the 1995 threshold 

The simplest Level A threshold, long since superseded by scientific data but still in use by NMFS, is 180 
dB SPLrms (root mean squared – an average over some specified time period, and since it is an average 
of a logarithmic scale, dB, a square root of the mean of summed square values is required rather than a 
simple average).  Despite being outdated by more than 20 years, BOEM still modeled takes using this 
hyper-precautionary threshold.  This provides a threshold that is some 10 to 1,000 times more 
precautionary than the current best data derived from TTS thresholds for both impulse and tonal 
sources; the peak SPL or the summed sound energy over time (SEL), although we shall see later in this 
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section that the SEL has also been subjected to additional conservative assumptions that render it some 
10-1,000 times more conservative than SPLpeak.  The values of 10 to 1000 times are based on SPLpeak 
thresholds of 230-200 dB SPLpeak, and an estimate of 180 dB SPL rms being comparable to 190 dB SPL 
peak (200 dB is ten times 190 dB and 2230 dB is one thousand times 190 dB on the same scale, in this 
case SPLpeak). 

 Permanent Threshold Shift (PTS) is not tested directly, and is assumed to occur at a level above TTS 
consistent with marine mammal TTS data and human/lab animal data.  PTS, as for TTS, is not a threshold 
for deafness or major loss of hearing, but for a small decrement of hearing sensitivity within a narrow 
frequency range, a ‘hearing notch’.  This is a liberal interpretation of “injury”, since the original sense of 
the term in MMPA was intended for animals that lost eyes, limbs, or suffered broken bones and spinal 
injuries during interactions with fisheries or due to being struck by ships, shot at, or otherwise seriously 
injured.   

The criterion is rendered even more conservative by the use of a 15 decibel difference between TTS and 
PTS when the data from other species, including humans, indicates PTS onset at 20-40 dB above TTS 
threshold.  Since even this conservative addition of only 15 dB to TTS produces thresholds of PTS above 
the source level of the sound source, Southall et al (2007) and subsequent criteria (NMFS 2016) have 
arbitrarily set the SPL peak metric for PTS at a mere 6 dB above TTS threshold, or almost ten times lower 
(and therefore productive of ten times as many exposures and takes).  

The best predictor of TTS and therefore PTS, at least for tonal sounds, is SEL, a product of both signal 
intensity (not amplitude) and duration.  It is not clear how well this relationship holds up for an impulse 
signal like compressed air (CA) sources, so relationships for tonal signals are applied to impulse 
thresholds.  SEL is referenced to a time duration, typically one second, but for sounds less than 1 second 
long, like impulse sounds, SEL does not always hold up. 

Furthermore, models like the BOEM DPEIS treat multiple exposures separated by many seconds or even 
hours or days, as if the sound exposure had been continuous.  Near the source a geophysical survey 
produced 0.1 s of sound every 10-20 seconds, expressed as a “duty cycle” of approximately 1-2%.  
Further from the source the energy in the impulse may spread in time, increasing the duty cycle, but at 
ranges meaningful for Level A determination, the duty cycle remains below 10%, meaning that 90% of 
the time the ear is capable of recovering from some of the induced fatigue or threshold shift.  Early TTS 
studies noted that the animals recovered from low levels of TTS within seconds or minutes, and 
subsequent ongoing studies are consistent, suggesting that it make take considerably more intermittent 
exposures to produce TTS or PTS than would be predicted by simply adding up multiple pulses as if they 
all occurred in succession without any time for recovery (In other words 12 pulses of 0.1 second 
duration each are treated as a continuous 1.2 second pulse and not what they are, which 1.2 seconds of 
sound within ten 15 second intervals or 150 seconds of ambient sound only). 

The case for some sort of recovery function is even stronger for intermittent passes of an array that may 
be separated by 4, 8, 16 or more hours, in which case hearing is likely fully recovered and no 
accumulation of SEL should be carried forward.  NMFS has traditionally carried SEL forward for 24 hours, 
a scientifically unwarranted precaution that leads to over-estimations of take by another 10-100 times, 
if not more.  The current modeling exercise suggests in places that SEL accumulation was carried 
forward even further for weeks or even months.  Appendix K offers annual summations of SEL and a 

ATTACHMENT B



similar cumulative sound metric, Leq, for an entire year.  This is not scientifically justified and leads to 
overestimates of takes by tens or even hundreds of thousands of takes, both Level A and Level B. 

Because we do not have a specific recovery function to offer yet, BOEM has not included ANY recovery 
in their model, whereas a model consistent with best available science should include at the very least a 
recovery function consistent with human and other mammalian hearing.  Absence of a recovery 
function is likely adding another 10 to 100 fold over-estimation to Level A take. 

Thresholds for Level B take have been difficult to derive, although more and more publications have 
offered data and a proposed threshold function: most of these papers are not cited or reviewed in the 
EIS, or in the reference used by the Phase II model (Appendix D), which is an unpublished contract 
report to a California utility company (Wood et al 2012).  Wood et al (2012) also presents a potential 
conflict of interest, since the author of Appendix H (Brandon Southall) is also a co-author of the Wood et 
al (2012) report.  The industry is sponsoring a review of the behavioral effects literature, but that review 
will not be published in time to inform the current PEIS. 

In any case, the Wood et al recommendation was a step function of increasing behavioral response at 
increasing exposure levels, and in this respect Wood et al (2012) is similar to other Level B risk 
assessments like the US Navy Programmatic EISs (2009; 2014, draft 2017).  All recognize that out of a 
given group of animals, a few will respond at low levels, with increasing recruitment up to an exposure 
level that approaches thresholds for TTS and PTS.  BOEM also applied the outdated NMFS 1995 Level B 
threshold of 160 dB SPLrms. 

The outcome of applying any of these thresholds is the generation of tens of thousands to millions of 
Level B takes in which the vast majority of “takes” are transitory disturbances that last hours or a day or 
two and have no impact at all on foraging success, breeding success, growth, health or any other 
biologically meaningful metric.  The hypothetical possibility that cessation of feeding for a day or 
movement a few miles from the source, or a change in vocal behavior “might” lead to biologically 
meaningful consequences means that the model calculations are treated as “takes” under MMPA even 
though all acknowledge that exposures don’t equal takes and takes do not equal meaningful effects.  
The development of the PCOD model, and population of that model with data, confirm that behavioral 
disturbance from sound needs to be reduced to a “biologically significant” number that is a fraction of 
the counted exposures; anywhere from a conservative 1% to a more realistic 0.001% or less.  In other 
words, estimates of thousand to millions of takes in the model are like to result in fewer than 1 to 1000 
takes with actual biological consequences.  These numbers, spread across large areas like the Gulf and 
multiple species are mathematically too low to result in a population level consequence from Level B 
takes (e.g. elevation of baseline mortality, decrease in baseline fecundity).  This is consistent with 
history, where more than five decades of regular geophysical survey effort all over the globe has not 
generated any evidence that observed behavioral responses to the sound has any biological 
consequence.   

Calculation of grossly inflated Level B take numbers in the GOM DPEIS is not consistent with current best 
information, and greatly over-estimates the consequences for the stocks of marine mammals being 
managed. 

Finally, behavioral aversion was not applied to this model, even though a preliminary Phase I model 
showed that even small amounts of aversive greatly affected both Level A and Level B takes.  If 
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behavioral aversion is a trigger for Level B take then it cannot subsequently be omitted from modeling 
of Level A takes, since the low level exposures that trigger aversion will reduce the likelihood of higher 
levels of exposure. 

Additional aspects of threshold assessment that may lead to over-prediction of takes include: 

• Conservative thresholds for low frequency whales.  Current conservative thresholds for whales
increase the estimated Level A and Level B takes for these species by some 4 to 10 times over
best available science predictions.  Arguments for unreasonable precaution in the face of
uncertainty are not consistent with mammalian auditory biology in general.

• JASCO applied novel uses of weighting functions, using outdated M1 weighting functions from
Southall et al (2007) on SPL thresholds, where weighting functions should not be applied.

• Kogia are considered to have the same hearing thresholds as porpoises, even though they are
unrelated and the evidence for high sensitive is based largely on data about Kogia vocal
behavior and some inconsistent evoked potential audiometry.

• Modifications to beaked whale Level B thresholds unique to this EIS are applied without
justification other than precaution.

Mitigation. 

BOEM allowed no reduction in the estimated take for mitigation.  This is a highly over-conservative 
assumption, justified by the relatively little data available on mitigation effectiveness, together with the 
likely variability in mitigation effectiveness between mitigation service providers, types of marine 
species present, monitoring conditions and other variables.  Some analysis on page D-151 suggests 
ranges of observer mitigation effectiveness from near zero to over 70%.    One cannot require mitigation 
and at the same time treat it as if it provides no reduction in takes.  BOEM needs to come up with some 
metric for the benefits from required mitigation.A variety of other possible mitigations have been 
proposed in the GOM DPEIS, ranging from alternative source technologies and active acoustic mitigation 
to time/area closures, vessel separation schemes, and reduced quantities of geophysical survey effort of 
10-25%.  At least two of the suggested mitigation measures, vessel separation (Table ES-1; page 1-10; 
page 2-10; B-32; page 2-38; and D-162-163) and shutdowns for dolphins approaching vessels or 
bowriding (p. 2-24) offer the possibility of actually increasing takes through expansion of ensonified 
areas (vessel separation), or extremely high increases in shutdowns with associated prolongation of 
survey effort (and sound exposure) to achieve survey completion (an estimated 35-40% increase). 
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